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1. Background 
This paper proposes an evaluation on the key aspects of the 5GC Support for Vertical Federated Learning discussed in solutions adopted in the TR for Key Issue 2. And proposal to add some high level conclusions on KI#2 with the aim to identify those aspects that require normative work in Rel-19.
2. Text Proposal
It is proposed to adopt the following text within the TR 23.700-84.
* * * * First change (all new text)* * * *
7.X	5GC Support for Vertical Federated Learning
For Key Issue #2 "5GC Support for Vertical Federated Learning", there are solutions mainly as follows:
Solution #13 proposes a preparation process used to have a negotiation between VFL Active Participant(VFL server) (i.e. AF) and VFL Passive Participant(VFL client) (i.e. NWDAF) to ensure they share the same sample space, i.e. same UEs and different features space before the VFL model training. It also defines two training processes including NWDAF initiating and AF initiating.
Solution #14 proposes a process that NWDAF as the initiator controls both the VFL training and inference procedures. The NWDAF acts as VFL Server while NWDAF or AF acts as VFL Client. The consumer brings up ML model metric in subscription request to the VFL Server, which computes the global ML model metric during the VFL process. The consumer decides whether the model can fulfil the requirement based on the global ML model metric.
Solution #15 proposes the procedure described to support VFL between NWDAFs and VFL between AF and NWDAF. In the latter case the AF acts as a VFL Server and may also be the Active Participant. Feature alignment also happens before the VFL process starts.
Solution #16 introduces support for VFL with NWDAF and AF as participants (active and/or passive) by means of enabling data alignment (i.e. sample and feature alignment) among entities participating in the VFL training process with a new service operation.
Solution #17 proposes to do NF discovery process through NRF. The NWDAF can report/update its VFL capability to NRF and external AF can report its VFL capability to NRF via NEF. After reporting the VFL capability, the VFL server can select VFL client afterwards.
Solution #18 proposes the procedures to support VFL joint model training among VFL entities (i.e., NWDAF, AF). The procedures consist of discovery and selection of VFL clients, VFL training procedure between NWDAF and AF, and VFL inference procedure between NWDAF and AF.
Solution #19 is proposed to support the VFL inference procedure between NWDAF and AF. In the VFL model inference, the ML models are aligned. The inference for VFL can be categorized into two cases, in terms of the difference between the NF instances that participate in the inference and training.
Solution #20 proposes the VFL Inference Capabilities of VFL Inference Server and VFL Inference Client in NF profile for NWDAF containing AnLF and AF. The NWDAF(s) containing AnLF and/or AF(s) need to be aware whether the collaboration is needed to make inferences, and a VFL Inference Server need to discover and select VFL Inference Clients (i.e., NWDAF(s) and/or AF(s)) for VFL Inference, and aggregate the intermediate inference results from other VFL Inference Clients.
Solution #21 proposes two broad categories of VFL for customized QoE in 5GS. One is Application provisionin:VFL results are used by the AF/5GC to influence application behaviour (in the AF and/or in the UE); the other is network provisioning: VFL results are used by the AF/5GC to provision network parameters.
Solution #22 uses the existing internal NWDAF architecture involving an MTLF to train models and AnLF to do inference based on trained models. It also considers that the models can be stored at the ADRF.
Solution #23 describes how to enable ML Model training and inference using VFL. Each participant in the ML Model training for an Analytics ID trains the ML Model using its own list of data features, that may not be known to the any of the other participants. Inference of an Analytics ID is distributed and the combination of the results of the inference performed by the different participants. 
Solution #24 focuses on the scenario where the AF initiates the VFL training process. The AF acts as the VFL server, considered the VFL active participant, owning the label information. The NWDAF(s) act as the VFL client(s), referring to the remaining VFL participants that do not own labels but participate in the training process.
Solution #25 is proposed to support NF Registration and Discovery Enhancement for VFL. Considering the distributed inference nature, the inference procedure involves multiple NF instances. Therefore, the inference for VFL can be categorized into two cases, in terms of the difference between the NF instances that participate in the inference and training.

Table 7.X-1 gives the comparison of candidate solutions for Key Issue#2.
Table 7.X-1: Comparison of solutions for Key Issue#2
	Solutions
	Aspects addressed for the Key Issue

	
	Registration and Discovery of VFL entities 
	VFL training procedure
	VFL inference procedure
	Sample and Feature alignment
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* * * * Next change (all new text) * * * *
8.X	5GC Support for Vertical Federated Learning
P#2.1:  VFL related new functionalities include:
P#2.1.1 VFL Server: An NF that discovers and selects VFL clients, and coordinates the VFL process. The NF get labels for a VFL training task that may have related input data.
P#2.1.2 VFL Client: A VFL client with access to the required input data without the required labels for a VFL training task. There can be multiple Clients in VFL.
Note 1: The name of the entities in the following principles will be updated according to the determination of P#2.1 if needed.
P#2.2:  For registration and discovery of VFL entities:
P#2.2.1 The NWDAF as VFL client shall register to NRF with NF profile including VFL capability information (VFL capability type (i.e. VFL Clients), Time interval supporting VFL Vendor and/or Interoperability related information). The AF as the VFL client shall register to NEF, then the NEF registers to NRF with NF profile including VFL capability information (VFL capability type (i.e. VFL Clients), Time interval supporting VFL Vendor and/or Interoperability related information).
P#2.2.2 The NWDAF as VFL server will select NWDAF(s) as VFL client(s) from NRF for VFL training process. And/or the NWDAF as VFL server will select NEF from NRF, and then the NEF select AF(s) as the VFL client(s) for VFL training process.
Note 2: If the VFL client in P#2.3 is AF, then the NEF will register VFL capability information to NRF on behalf of the AF, and VFL server will select AF as VFL client via NEF
Note 3: Related work split and interactions between NEF and AF will be defined in the normative phase.
P#2.3:  For data and/or sample alignment for VFL:
P#2.3.1: For NWDAF acting as VFL Server, NWDAF performs sample alignment and generates the intersection of samples
P#2.3.2 In case of VFL between the NWDAF as VFL server and AF as VFL client, the NEF may perform sample alignment and generate the intersection of candidate samples, then NWDAF as VFL server will determine the final samples for VFL training. 
P#2.3.3: For AF acting as VFL Server, AF together with the NEF acting as VFL server performs sample alignment and generates the intersection of samples via NEF.
Note 4: Related work split and interactions between NEF and AF will be defined in the normative phase.
P#2.4:  For VFL training process:
P#2.4.1: Either the NWDAF or the AF both can act as VFL server and initiate VFL training process with the VFL client(s). If untrusted AF involved in the VFL training process, it should be via NEF. 
P#2.4.2: An identifier is allocated by the NWDAF as VFL server, which is used to correlate the participants during the VFL training and subsequent VFL inference processes. 
P#2.4.3: Tthe VFL server can aggregate and concatenate intermediate results from VFL client(s) based on its own ML model or algorithm. 
P#2.4.4: When performing VFL model performance monitoring, the inference data should be taken into consideration.
P#2.4.5: The consumer brings up ML model metric in subscription request to the VFL Server, which computes the global ML model metric during the VFL process. The consumer decides whether the model can fulfil the requirement based on the global ML model metric.
Note 5: Whether need to specify the NWDAF to the NWDAF/MTLF is to be discussued 
P#2.5:  For VFL inference process:
P#2.5.1: for For either AF or NWDAF acting as VFL server scenario, the consumer will obtain analytics outputsVFL inference result from VFL server, which is generated via the VFL inference process between VFL sever and corresponding VFL client(s). 
  P#2.5.2: Before performing the VFL inference, the NWDAF as VFL server determines corresponding AF(s) and/or NWDAF(s) as VFL client(s) based on the same identifier used in the VFL training process. 
Note 6: Whether need to specify the NWDAF to the NWDAF/AnLF is to be discussued 
* * * * End of changes * * * *
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